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d � 1 of the copies ofCCCq, the inner producthvjM jvi is constant as
v ranges over the unit vectors ofC. A quantum code with minimum
distanced can be used to correct[(d� 1)=2] single-letter errors.

Thesymplecticinner product in GF(q)2n is defined as follows:

((ajb); (a0jb0)) = a � b0 � b � a0 (7)

where

(ajb) = (a1; . . . ; an; b1; . . . bn);

(a0jb0) = (a0

1; . . . ; a
0

n; b
0

1; . . . b
0

n); ai; bi; a
0

i; b
0

i 2 GF(q):

The symplectic weightws of a vector(a1; . . . ; an; b1; . . . bn) 2
GF(q)2n is defined as the number of indexesi such that at least one of
ai andbi is nonzero. The symplectic weightws and Hamming weight
wh of a vector(ajb) 2 GF (q)2n are related by

1

2
wh((ajb)) � ws((ajb)) � wh((ajb)): (8)

Rains [8] showed that a quantum((n; qk; d))q code exists provided
that there is an(n� k)-dimensional subspaceC of GF(q)2n which is
self-orthogonal with respect to the symplectic product, and such that
the minimum symplectic weight ofC? � C is at leastd. If d0 is the
minimum weight of the nonzero elements ofC, thenC is said to be
pure to weightd0. If d0 � d, the codeC is calledpure.

If C is self-dual, that is,C = C?, the resulting quantum code is
pure by convention and corresponds to a single quantum state with the
property that when subjected to a decoherence of[(d � 1)=2] coordi-
nates, it is possible to determine which coordinates were decohered.
Such codes are useful in testing whether certain storage locations of
qubits are decohering faster than they should [5].

Consider now a linear(2n; n) codeC 2 A with a generator matrix
(I; A), whereA is a symmetricn � n matrix over GF(q): A = AT .
Since(�A; I) is a generator matrix of the dual code with respect to
the ordinary inner product (1), the code is formally self-dual, that is,
the Hamming weight distribution of the code and its dual coincide.

Lemma 3.1: Any q-ary(2n; n) codeC 2 A is self-dual (C = C?)
with respect to the symplectic inner product (7).

Proof: If G = (I; A) is a generator matrix ofC, the symplectic
inner product of theith andjth row ofG is aij � aji. SinceA = AT ,
we haveaij � aji = 0.

Now Theorem 2.1, (6), Lemma 3.1, and (8) imply the following.

Theorem 3.2:The class of quantum-error-correcting codes of
lengthn obtained from(2n; n) codes from the classA contains codes
that can correct[(d � 1)=2] errors where

d

n
� P

andP is defined as in Theorem 2.1.

Remark 3.3: The quantum codes in Theorem 3.2 are of dimension
zero, hence encode one quantum state withn qubits. A construction of
nonbinary quantum codes with asymptotically nonzero rate and relative
distance was recently found by Ashikhmin, Litsyn, and Tsfasman [3].
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Constructions of Permutation Arrays
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Abstract—A permutation array (PA) of length and minimum distance
is a set of permutations of elements such that any two permutations

coincide in at most positions. Some constructions of PAs are given.

Index Terms—Code construction, permutation array (PA), permutation
code.

I. INTRODUCTION

We consider permutations of the distinct elements of some fixed set
R with n elements. LetSn denote the set of alln! permutations. For
example, forn = 3 andR = f0; 1; 2g, we have

S3 = f012; 021; 102; 120; 201; 210g:
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An (n; d) permutation array(PA) is a subset ofSn with the property
that the Hamming distance between any two distinct permutations in
the array is at leastd. The PA is called equidistant if the Hamming
distance between any two distinct permutations in the array is exactlyd.
There are a number of papers on equidistant PA, see [2, pp. 326–329]
and references therein. Less is known about PA in general. The main
papers are [1], [3], [5], [11]. A very recent paper is [12]. Cyclic(n; n�1)
PA have been studied under the name circular florentine arrays, see [2,
pp. 480–484]. Recently, Vinck and coauthors [4], [6]–[8] used PA in
an application to data transmission over power lines. In [9] the(6; 5)
PA of maximal size18 were classified. In [10], some constructions
of (n; n � 1) PA were given. In this correspondence, we also mainly
consider constructions of(n; n � 1) PA.

II. SOME KNOWN RESULTS

LetPn; d be the maximal size of an(n; d) PA. Reference [3] proved
that for alln andd we have the following simple upper bound.

Theorem 1: For alln � 1 we have

Pn; d �
n!

(d� 1)!
:

In particular,Pn;n�1 � n(n � 1).
Proof: We include the easy proof here. LetC be an(n; d) PA.

There aren!=(d� 1)! sequences inRn�d+1 having distinct elements.
For any such sequence there is at most one permutation inC starting
with this sequence since two distinct such permutations would have
distance at mostn� (n� d+ 1) = d� 1. QED

Reference [3] also showed the following.

Proposition 1: If n is a prime power, then

Pn;n�1 = n(n� 1):

Reference [10] generalized the construction and the bound. We re-
peat the results and proofs here.

Theorem 2: LetR be a ring (commutative with unity) of sizen. Let
U be the set of (multiplicative) units inR. LetV be a subset ofU such
thatv � v0 2 U for all distinctv; v0 2 V . Let

C = f(v � x+ yjx 2 R) jv 2 V; y 2 Rg:

ThenC is an(n; n � 1) PA of sizen � jV j.
Proof: We first note that(v � x + yjx 2 R) is a permutation of

R sincevx + y = vx0 + y impliesv(x � x0) = 0 and sox � x0 =
v�1 � 0 = 0. Next, if v � x + y = v0 � x + y0 wherev 6= v0 (and
v; v0 2 V ), then

x = (y0�y) � (v � v0)�1

that is,x is uniquely determined. QED

For an integern > 1, letn = u

i=1
pei be the standard factorization

of n, and let

�(n) = minfpei j1 � i � ug:

Theorem 3: For alln > 1 we have

Pn;n�1 � n (�(n)� 1) :

Proof: Let

R = GF(pe1 )� GF(pe2 )� � � � � GF(peu )

(direct product). For1 � i � u, let ij , j = 1; 2; . . . ; �(n) � 1 be
distinct nonzero elements of GF(pei ). Let

V = f(1j ; 2j ; . . . ; uj)j1 � j � �(n)� 1g :

Then the conditions of Theorem 2 are satisfied and so Theorem 2 gives
an array of sizen(�(n)� 1). QED

As usual, we get an equivalent code if we permute the positions or
permute the elements of the setR. For example, if�1; �2 are permu-
tations of the ringR of Theorem 2, the theorem gives the following
(n; n � 1) PA:

C = f(�2 (v � �1(x) + y) jx 2 R) jv 2 V; y 2 Rg :

III. SOME TERMINOLOGY

Let C be a PA overR of sizeM . We list the permutations ofC as
rows of anM � n array which we also denote byC. We introduce
some terminology.

We say thatC is r-bounded if no element ofR appears more than
r times in any column ofC.

We say thatC is r-balancedif each element ofR appears exactlyr
times in each column ofC.

We say thatC is r-separableif it is the disjoint union ofr (n; n)
PA of sizen.

We say thatC is cyclic if any cyclic shift of a row inC is a gain a
row in C.

These concepts are related. Anr-separable PA isr-balanced. An
r-balanced PA isr-bounded. Further, anr-bounded(n; n� 1) PA has
size at mostrn and it has size exactlyrn if and only if it is r-balanced.
Finally, a cyclic PA isr-separable for somer.

Example 1: The PA given by the construction in Theorem 2 is
jV j-separable

C =
v2V

Cv; whereCv = f(v � x + yjx 2 R)jy 2 Rg :

Example 2: LetC be a cyclic(n; n � 1) PA of sizern. Then

C =

r

i=1

Ci

where theCi are cyclic(n; n) PA. EachCi contains a row fromC
and all its cyclic shifts. In particular,C is r-separable. Anr � n array
containing one row from eachCi is known as a circular florentine array,
see [2, pp. 480–484].

From the proof of Theorem 1 and the definition ofr-balanced, we
immediately get the following result.

Proposition 2: Any (n; n� 1) PA of sizen(n� 1) is (n� 1)-bal-
anced.

LetBn; r denote that maximal size of anr-bounded(n; n� 1) PA.
Clearly,

Bn; r � rn (1)

and

n = Bn; 1 � Bn; 2 � � � � � Bn;n�1 = Pn;n�1 (2)

where the last equality follows from the fact that an element ofR can
appear at mostn � 1 times in a column of an(n; n � 1) PA.

Proposition 3: For1 � r � �(n)� 1, we haveBn; r = nr.
Proof: TheC used to prove Theorem 3 is(�(n)� 1)-separable.

Taking a suitable subset of thisC we can get anr-separable(n; n�1)
PA for anyr � �(n)� 1. QED
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Remark 1: Forq a prime power, Theorem 3 gives a(q�1)-separable
(q; q�1)PA of sizeq(q�1); the construction in this case is essentially
due to [3]. Properties (1) and (2) immediately gives the following result.

Proposition 4: If q is a prime power, thenBq; q�1 = q(q � 1).

Example 3: There exists a circular florentine4 � 15 array, see [2,
Table 48.17]. HenceB15; 4 = 60.

IV. A N EW CONSTRUCTION

We will now introduce a method to combine two arrays to make a
larger array.

Let C = (cij) be an(n; n � 1) array of sizeM (the elements are
assumed to be fromf0; 1; . . . ; n � 1g).

Definef(i; j) as follows: ifcij = � and this is thetth appearance
of � in columnj, counting from the top, thenf(i; j) = t. From this
definition we see that

if ci j = ci j and i1 6= i2; then f(i1; j) 6= f(i2; j): (3)

Further,C is r-bounded if and only iff(i; j) � r for all i andj.
Let C = (cij) ber-bounded and let

� = �1 [ �2 [ � � � [ �s

be ans-separable(m; m � 1) array (of sizesm and elements from
f0; 1; . . . ; m� 1g) wheres � r and the�u are(m; m) PA. Denote
the permutations (rows) of�u by gggu; v , v = 1; 2; . . . ; m.

DefineC � � as themM �mn matrix containingM � n blocks
where block(i; j) is them �m matrix

�f(i; j) +mci; jJ

whereJ is the all–1 matrix.
We can now give the main result of this correspondence.

Theorem 4: If C is anr-bounded(n; n� 1) PA and� is ans-sep-
arable(m; m � 1) PA wheres � r, thenC � � is an r-bounded
(mn; mn � 1) PA of sizemjCj. Moreover, ifC is r-balanced, then
C � � is r-balanced.

Proof: The rows of C � � are clearly permutations of
f0; 1; . . . ; mn� 1g. Letxxx; yyy be distinct rows ofC � �. Then

xxx = gggf(i ; j); l + ci ; jmmm
j=1; 2; ...;n

yyy = gggf(i ; j); l + ci ; jmmm
j=1; 2; ...;n

wheremmm = (m; m; . . . ; m) (of lengthm). Hence,

dH(xxx; yyy) =

n

j=1

dH gggf(i ; j); l + ci ; jmmm; gggf(i ; j); l + ci ; jmmm :

We consider three cases.
Case I,i1 = i2 = i: Thenci ; j = ci ; j for all j, andl1 6= l2.

Since�f(i; j) is an(m; m) PA, we have

dH gggf(i ; j); l + ci ; jmmm; gggf(i ; j); l + ci ; jmmm

= dH gggf(i; j); l ; gggf(i; j); l = m

for all j and sodH(xxx; yyy) = mn.

Case II,i1 6= i2, but ci ; j = ci ; j . (This can be the case for at
most one value ofj sinceC is an(n; n� 1) PA): By (3), f(i1; j) 6=
f(i2; j). Hence,

dH gggf(i ; j); l + ci ; jmmm; gggf(i ; j); l + ci ; jmmm

= dH gggf(i ; j); l ; gggf(i ; j); l � m� 1:

Case III,ci ; j 6= ci ; j : The elements ofgggf(i ; j); l + ci ; jmmm be-
long to the set

fmci ; j ; mci ; j + 1; . . . ; mci ; j +m� 1g

and the elements ofgggf(i ; j); l + ci ; jmmm belong to

fmci ; j ; mci ; j + 1; . . . ; mci ; j +m� 1g:

Since these sets are disjoint, we have

dH gggf(i ; j); l + ci ; jmmm; gggf(i ; j); l + ci ; jmmm = m:

Combining Cases II and III, we see that ifi1 6= i2, thendH(xxx; yyy) �
mn� 1. Hence, we have shown thatC �� is an(mn; mn� 1) code.

By the definition ofC ��, each column ofC �� is a column of the
matrix

�f(1; j) +mc1; jJ

...
�f(M; j) +mcM;jJ

(4)

for somej with 0 � j � n�1. Since the�f(i; j) are(m; m)PA, each
column of�f(i; j) is a permutation off0; 1; . . . ; m� 1g. Hence, for
any fixedx 2 f0; 1; . . . ; m�1g, the elementx+my appears in some
fixed column of (4) the same number of times thaty appears in thejth
column ofC. HenceC � � is r-bounded (respectively,r-balanced) if
and only ifC is r-bounded (respectively,r-balanced). QED.

We illustrate the theorem with a couple of simple examples.

Example 4: Let

C =
0 1

1 0

�1 =

0 1 2

1 2 0

2 0 1

; �2 =

0 2 1

2 1 0

1 0 2

; � = �1 [ �2:

We see thatC is a1-balanced(2; 1)PA andf(i; j) = 1 for all i andj.
We get

C � � =
�1 �1 + 3J

�1 + 3J �1
=

0 1 2 3 4 5

1 2 0 4 5 3

2 0 1 5 3 4

3 4 5 0 1 2

4 5 3 1 2 0

5 3 4 2 0 1

:

We note that�2 is not used sinceC is 1-balanced. HenceC � � =
C � �1. Further, we see thatC � � is 1-balanced.

Example 5: Let

C =

0 1 2 3

0 2 3 1

1 3 0 2

1 2 0 3
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and let� be the same PA as in the previous example. We see thatC

is a2-bounded (but not2-balanced)(4; 3) PA. Further,f(2; 1) = 2,
f(4; j) = 2 for j = 1; 2; 3; 4; andf(i; j) = 1 in all other cases.
Hence, we get

C � � =

�1 �1 + 3J �1 + 6J �1 + 9J

�2 �1 + 6J �1 + 9J �1 + 3J

�1 + 3J �1 + 9J �1 �1 + 6J

�2 + 3J �2 + 6J �2 �2 + 9J

=

0 1 2 3 4 5 6 7 8 9 10 11

1 2 0 4 5 3 7 8 6 10 11 9

2 0 1 5 3 4 8 6 7 11 9 10

0 2 1 6 7 8 9 10 11 3 4 5

2 1 0 7 8 6 10 11 9 4 5 3

1 0 2 8 6 7 11 9 10 5 3 4

3 4 5 9 10 11 0 1 2 6 7 8

4 5 3 10 11 9 1 2 0 7 8 6

5 3 4 11 9 10 2 0 1 8 6 7

3 5 4 6 8 7 0 2 1 9 11 10

5 4 3 8 7 6 2 1 0 11 10 9

4 3 5 7 6 8 1 0 2 10 9 11

:

This is a2-bounded (but not2-balanced)(12; 11) PA.

The following corollary follows directly from Theorem 4.

Corollary 1: If there exists ans-separable(m; m� 1) PA, then

Bnm; r � mBn; r

for all n andr such thatn > r andr � s.

Combining Corollary 1 and Proposition 2, we get the following.

Corollary 2: If q is a prime power andr < q, then

Bnq; r � qBn; r:

If, further,Bn; r = nr, thenBnq;r = nqr.

Remark 2: An alternative proof of Theorem 3 by induction, on the
number of different prime powers in the standard factorization ofn, is
obtained using Proposition 4 as basis and Corollary 2 in the induction
step. More general, a similar induction gives the following result.

Proposition 5: If Bm; r = rm and�(n) > r, thenBnm; r = rnm.

Example 6: It is known thatP6; 5 = 18 and that there exist3-bal-
anced(6; 5) PA, see [9]. Therefore,B6; 3 = 18. An examination of
[9] shows that no(6; 5) PA of size18 is 3-separable.

ForBn; 3 in general, we get the following result.

Proposition 6: Let n = 2a3bm wheregcd(m; 6) = 1. If (a; b) 62
f(1; 0); (0; 1); (2; 1); (1; 2)g, thenBn; 3 = 3n.

Proof: For a = b = 0, a = 0 andb � 2, a � 2 andb = 0, or
a � 2 andb � 2 this follows directly from Proposition 3.

Fora = b = 1, a = 1 andb � 3, or a � 3 andb = 1, it follows by
combining Proposition 5 and the fact thatB6; 3 = 18. QED

V. A GENERALIZATION

Theorem 4 can be generalized in various ways. We state without
proof one immediate generalization. The proof is a simple modification
of the proof of Theorem 4.

Theorem 5: If C is anr-bounded(n; n�u) PA and� is ans-sep-
arable(m; m � v) PA wheres � r, thenC � � is anr-bounded
(mn; mn� uv) PA of sizemjCj. Moreover, ifC is r-balanced, then
C � � is r-balanced.
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